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Abstract

The present paper discusses an approach to reduaftieincertainty in prediction of transient
thermal loads imposed on the boiling water rea¢BWR) lower head vessel wall during a severe
accident. The approach is built on synergistic aflseomputational fluid dynamics (CFD), experimental
data and the effective convectivity model (ECM) gthhas been developed for simulation of melt pool
heat transfer.

The paper focuses on synergistic use of detailed @kmerical “experiments”, experimental and
ECM data to identify and quantify sources of eprsteuncertainty due to modeling assumptions in the
ECM. Specifically, heat transfer correlations tbhatlerlie the ECM, obtained as surface-averagech(eve
though implemented as spatially distributed) andivdd from experiments conducted at different
geometries and using fluids that are not reactotopypical (molten corium) are examined. Previo#C
simulations have revealed so-called low fluid Pthmdimber effect on local peaking of the pool's
downward heat flux for corium as working fluid. R#¢d data obtained by the CFD method are
implemented in the Phase-change ECM (PECM) modetgamine the integral heat transfer effect on the
vessel wall. The PECM is also employed to assesdnftuence of the experimental error uncertainty
related to the downward heat transfer correlatiPBCM simulation results show that the modeling
uncertainty is significant factor in prediction thfe integral heat transfer effects. The proposeutagzh
offers an effective strategy for uncertainty reductvith minimal available resources.

1. INTRODUCTION

During the last years, one of the important rede&wpics in the division of Nuclear Power Safety,
KTH is to study the possibility of using the controd guide tube (CRGT) purge flow as a severedatti
management (SAM) measure for Swedish boiling wagactors (BWRs). Namely CRGTs cooled by the
purge flow may help to remove effectively the det@at from the corium melt relocated in the lower
plenum and thus delay or even prevent vessel &tnan and Dinh2008 leading in the last case to in-
vessel melt retention. Reliable and computationefficient prediction of transient melt pool forricat
and thermal loads on the vessel is necessary faluaion of the CRGT cooling efficiency and for
determination of vessel failure modeReMmpe et al.1993. Timing of the vessel failure and melt
discharge characteristics is of paramount impodafoc the ex-vessel melt risk quantification in the
Swedish BWR with a deep water-filled reactor cayi€kudinov et al.2008).

Melt pool heat transfer simulations can be perfarmusing the CFD methods, and lumped-
parameter models implemented in system codes ssidRE&AAP/SCDAP RELAP/SCDAP-3D,2003),
MELCOR (Gauntt et al.2005. The high-resolution computational fluid dynam{€FD) method is a
uniguely tool capable to gain the insights intamlphysics and to reveal and examine local fluiavfEnd
heat transfer effects. However, the CFD methodomsputationally expensive and thus not feasible in
many cases for direct application to solution oflaar reactor safety problems, such as severeeatcid
analysis. In contrast, simplified models which arere suitable for analysis of long transient preess



often lack the capability to resolve important dstancluding local heat transfer effectSor example
severe accident analysis codes such as RELAP/SCDAR,COR, MAAP (MAAP4, 1999 are not
capable to predict detailed mechanics of vesstlréaimodes due to limitations of lumped-parameter
models for describing natural convection heat fiemaf a melt pool.

Aiming at the development, validation and applimatof computationally efficient and sufficiently
accurate tools for prediction of core melt pooltheansfer in a BWR lower head, a “five steps” ajgmh
has been proposed recentlygn et al.,2010. The general framework is presentedrig. 1 where the
CFD method is an important tool for understandiow/fphysics, especially the local heat transfee@#,
and generation of data for validation purpose.
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Fig. 1 A framework for development, validation and apation of analysis methods for core melt pool
heat transfer in a BWR lower heattdn et al.2010).

The effective convectivity model (ECM) and Phasergfe ECM (PECM) have been developed for
simulation of turbulent melt pool heat transferaiBWR lower plenumTran and Dinh2009a 20091.
Computational efficiency of the ECM/PECM methodsichieved by eliminating necessity of solving the
full system of Navier-Stokes equations for predigtconvective heat transfer. Instead the ECM igiisgl
heat conduction equations with a source term wheghesents the effect of melt convection on thd poo
three-dimensional energy splitting. The accuracythef ECM models is maintained by the use of the
experimental heat transfer correlations which c&pthe effects of turbulent natural convection in a
volumetrically heated liquid pool, while retainiagcapability of the ECM to represent local heatgfar
effects. Specifically the ECM and PECM use the dliomal characteristic velocities employing the
Steinberner-Reineke correlationSt¢inberner and Reinek&é978 to represent turbulent heat fluxes
upwards, sideward and downwards from an interrrebted volume to its cooled boundaries.

Validated CFD tools are exploited in the developtmeinthe ECM for two purposes. First is to
translate experimental information and correlatibtained in the tests with reduced scale, non-prpito
geometry and melt properties to the conditionsedthransfer in real geometry of BWR lower plenum.
Second is to provide data for validation of the EGihen applying to BWR specific geometry and melt
properties. Insights and data obtained from the Gkbulations are used to modify ECM correlations
(closures) in order to account for non-uniform gpalistribution of heat flux in a complex geometfy
the lower head. Thus information about the effectmicro-scale turbulent heat transfer phenomena



resolved in the CFD is implemented in the macrdesé&2CM model through the modified closures.
Fortunately the physics of the systems allows usstopre-calculated closures and no two-ways cogipli
with feedback between micro-scale turbulent fie{ossolved by CFD) and macro-scale (resolved by
ECM) heat transfer characteristics is not necessary

To take all the advantages of a commercial CFD codieer and its pre- and post processing tools,
the ECM is implemented in the Fluerilifent 2009. However, the effective models like ECM/PECM
can be implemented and used with any other compuotdtengines, including the advanced system codes
that have 3D meshing and parabolic heat equatiwerso

The ECM enables calculations of complex heat ter@fienomena during long transients thanks to
its unique combination of computational efficieraoyd reasonable accuracy. Parametric studies based o
serial simulations using higher-fidelity methodsicls as CFD are not practical due to excessive
computational costs. Predictive capability of theME and PECM has been validated against a large
number of experimental and CFD generated ditan( et al, 2010. The validation matrix covers a wide
spectrum of physical phenomena involved in meltl goeat transfer: transient heat transfer including
transient cooldown; turbulent natural convectiotratffication; boundary layer development; flow
impingement; phase change and crust formation. dewange of Rayleigh number including reactor
prototypic conditions and different fluids (Prandtimber) are considered in the validation including
corium melt behavior predicted by high resolutiealjdated CFD method.

In the present work we address the uncertainty @GMEPECM prediction of heat transfer
characteristics in prototypical accident conditioBeneral approach to the uncertainty/sensitivitglsis
in nuclear power safety is based on the code sgradipplicability and uncertainty (CSAU) evaluation
methodology Boyack et al.199Q Wilson et al.,1990 Wulff et al.,1990, and the best practice guidelines
proposed in NEA/CSNI/R(2007)5 repoiiéhaffy et al.,2007). Followed the methodology proposed in
the CSAU, a number of methods for uncertainty gtiaation have been developed, see IAEA Safety
Reports Series 5’Auria et al.,2008, among them the GR&laeser2008, ENUSA, IPSN D’Auria,
2009, CIAU (D’Auria, 2004 methods are widely used for uncertainty analydiggeneral thermal-
hydraulic system codes (e.g. RELAP/SCDAP, CATHARE).

Generally, uncertainties can be classified into tyyes, the aleatory uncertainty which is stocleasti
and epistemic uncertainty which is due to imperkeaiwledge. The epistemic uncertainty is quantiab
in relation with state-of-knowledge and can be oeduthrough enhancement of state of relevant
knowledge Theofanous1996 Yamaguchi et al.2009. Aleatory uncertainties are of stochastic nature
and thus cannot be reduced by increasing knowleglygut phenomena. Non-reducible aleatory
uncertainties can be a component of scenario wiogrtor modeling uncertainty, e.g. experimentabesr
in correlations. Quantification of the aleatory ertainty requires systematic parametric studiesthnd
high computational efficiency of the models. Epmsie uncertainties in ECM/PECM modeling can be
reduced if higher-fidelity models can be appliedutmlerstand better the underlying physical phenamen
Thorough comparative analysis of numerous sourtaaaertainty in the in-vessel accident progres$on
beyond the scope of the present paper. The presahyt is concerned with three sources of uncegtaint
First, the properties of molten core materials Whice dependent on the extent and timing of cofénge
and relocation to the reactor lower plenum defiepattexchange between the pool and the vessel wall.
These properties define so called low Prandtl nundséect which changes the local heat transfer
characteristicsNourgaliev et al.1997 Tran et al.2010. Second, amount of melt mass relocated in the
lower plenum also depends on scenario of core darmaag defines the melt pool depth and resulting
thermal loads on the vessel wall (scaling effecifle third is experimental errors uncertainty whish
present in the correlations employed in ECM/PECMlaio

These three sources of uncertainty are consideredeinonstrate application of the developed
approach. We discuss results of CFD simulationschvlsiddress uncertainties associated with scaling
effects and corium meRr number. Then we present results of PECM sensittaitexperimental errors
accounted in the correlations and results of sitimrla with improved models which take into account
low Pr number effect. The proposed approach is suppleneptrt to the general approach to numerical
simulations and analysis of severe accidents ilv@&RBower headKig. 1).



The structure of the paper is as follows.Saction 2 the schematic diagram of the approach to
uncertainty reduction is describeslection 3focuses on using of the CFD method for sensitigitglysis
and model uncertainty quantification, the main tssof the CFD study and insights into flow physice
presentedSection 4is concerned with model improvement based on étailed local heat transfer effects
obtained by the CFD method. Integral heat trangfifects are quantified with improved PECM
simulations of melt pool formation and developmiesat transfer in a BWR lower head. The influence of
the experimental errors on the integral heat teansffect is also examined using the PECdéction 5
summarizes the key findings and messages of ther pap

2. SYNERGISTIC USE OF CFD, EXPERIMENTS AND PECM FOR REDUCTION OF
UNCERTAINTY

This section describes the approach where thefidglity CFD methods and experimental data are
used to reduce epistemic uncertainty in the ECMMEGodeling of heat transfer in the BWR lower
plenum during accident progression. Then it is destrated how high computational efficiency of the
ECM/PECM enables us to address aleatory uncertairitye accident scenario.

The CFD methods are indispensable for investigatorgplex flow physics, can be used to perform
“numerical experiments” and obtain useful data Wheould not be acquired experimentally. However,
high-fidelity CFD simulations are very expensivaug not directly applicable to simulation of long
transients in nuclear reactor accidents. Meanwthide accident analysis models (e.g. correlationdbase
methods) which are more efficient are not capatedvealing local heat transfer effects.

In this paper, an approach to effective use ofGR® method, experiments and the ECM/PECM is
developed, aiming at reduction of uncertainty in B\&afety analyses-{g. 2). The approach is based on
synergistic leveraging on the inherent advantadesoth the CFD methods and the accident analysis
methods.

The approach focuses on Step V of the previousipgsed methodHg. 1), namely reduction of
uncertainty in thermal load prediction using theMZEECM. In the first stage, sources of uncertasty
identified, divided into modeling uncertainty andesario uncertainty, and ranked according to their
significance and cost of reduction (as epistemicediainty) or quantification (as aleatory uncertgin
Decision on whether to treat particular source mfeuntainty as epistemic or aleatory is conditiamabn
the available resources and task at hands.

For instance, the important parameters which gowezh pool heat transfer (the task at hands) are
melt properties and melt pool’s scales. Particatamario of core degradation defines both melt anou
and composition in deterministic way. Thus uncettain core degradation scenario can be considased
epistemic, which would imply then significant inteent of resources into reduction of such
phenomenological uncertainties as core melt heaixipation, progression and relocation to the lower
plenum, boiling heat transfer in porous media, rabtmical interaction, vessel penetrations faikete
However, the influence of melt amount and compaosittan be quantified at much less cost if these
parameters are considered as aleatory parametesefdre we put detailed analysis of core degradati
phenomena beyond the scope of the paper and usenteg of these phenomenological processes (melt
amount and properties) as uncertain aleatory pdemme

Another source of modeling uncertainty considerethis work is experimental correlations which
are used for modeling of natural convection heandfer in the ECM/PECM. The uncertainty in
prediction of integral heat transfer effect (i.be tpredicted thermal loads) can be significanthi t
experimental error uncertainty in the correlatidaslarge. It is obviously not feasible to redo all
experiments trying to reduce uncertainty in theeations. Instead we use parametric study to asaes
quantify sensitivity of integral thermal loads toetuncertainties in the correlations. Thus we tthit
component in ECM/PECM modeling uncertainty as alsatquantifiable, but not reducible).

The local heat transfer effects can be in princgifected by the scenario parameters, namely melt
property, i.e. the corium meRr number, and pool scales (d€g. 2. In the present work we consider the



uncertainty in local heat transfer phenomena asaibte at affordable price and therefore we detale
treat it as epistemic uncertainty in modeling.

‘ Step V: Application with Uncertainty Quantification ’
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Fig. 2 Schematic diagram of the uncertainty reductigore@ch applied in prediction of transient thermal
loads on BWR lower head vessel walll.

At the second stagé&ig. 2), the CFD method is employed to perform sensytiamalysis with the
melt property parameter and melt pool depth ranfésterest. Thus the reliable CFD method is used f
quantification of epistemic uncertainty in localahéransfer modeling. The model bounds are idetifi
and quantified. The gained insights are used fpravement of the ECM.

In the next stage, the modified ECM/PECM tools @sed for quantification of the influence of (i)
experimental error uncertainty on the integral heansfer effects, and (ii) local heat transfereeff
uncertainty (due to ther number effect and scale effect). The ECM and PEE&the tools which allow
us to study the influence of local heat transféeatfon the resulting integral thermal loading doienelt
pool heat transfer.

Finally, the last block of the diagram presents ligapon of the improved ECM/PECM, the
uncertainty in thermal load prediction for BWR laweead is quantified. The proposed approach present
a synergetic use of the CFD method, in combinatiith the other tools to offer an effective way to
reduce uncertainty in severe accident analysis.

3. SENSITIVITY ANALYSISUSING CFD METHOD

In the present work, the selected CFD method is ithglicit large eddy simulation (ILES)
(Margolin et al.,2009. The ILES method employs high resolution gridpeesally in the near wall



regions to effectively provide large eddy simulaowithout sub-grid scale (SGS) models. The ILES
method was validated against various experimdmen(et al.2010.

Considering a melt pool in the BWR lower plenunthia presence of CRGT cooling, it is seen that
the BWR lower plenum can be divided into unit voksnA unit volume is a rectangular cavity fillecthvi
corium melt, containing a CRGT and cooled at theaod bottom boundaries and on the CRGT surfaces
(Fig. 3. It is assumed that the flow pattern and heaistex in the unit volume are representative for the
whole lower plenum. The boundary conditions appfmda unit volume are as follows. The top, bottom
and CRGT walls are isothermal (corium melt liquidesiperature of 2770K is applied). On the vertical
side surfaces of the unit volume symmetric adigbatinditions are applied. Simulation start withfarm
distribution of initial temperature which is liquid temperature of the corium melt. All obtained 8.E
solutions are grid-dependent with about a millibc@mputational cells.

The CFD ILES simulations in unit volumes revealée tlocal heat transfer effect which is
attributed for corium meltTran et al. 2010, and is called low Prandtl number effelstourgaliev et al,
1997. That is, the downward heat flux from a melt ptwlthe vessel wall is locally enhanced, in the
vicinity of CRGT which is cooled by water flow frothe inside. The enhanced heat flux is significant,
about 5-7 times higher than that of the peripharalas where the heat flux is consistent with semi-
empirical (analytical) modeHg. 4). The analytical model is based on the heat tearsdefficients along
the cooled boundaries (Steinberner-Reineke comaktand the unit volume geometiirgn and Dinh,
20099. This effect is related to boundary layer flowe®pment along the cooled CRGT and flow
impingement on the bottom wall.

Top wall

CRGT

../'

Bottom wall

Fig. 3 Unit volume geometry and grid resolution along tlooled boundaries.

During the process of melt pool formation, the tlepit melt pool can be increased as it depends on
the mass of the relocated melt. Furthermore, irefarid bed, melt pools are formed gradually, further
development of melt pools results in increasingneft pool depth. It is therefore important to qufgrthe
low Pr number effect on the downward heat flux for difetr pool’'s depths. CFD simulations performed
for three different values of the pool depth (0.30® m and 0.6 m) show that the enhancement of the
downward heat flux is less sensitive to the pogitideand consequently to internal Rayleigh numbé.

5). Therefore, this scaling effect will not be takiemo account in the local downward heat transfer
coefficient model for improvement of the ECM/PECM.
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Fig. 5 CFD predicted downward heat flux profiles forfdient melt pool depths (different internal

Rayleigh numbers).

Prandtl number is the control parameter in the Hkat enhancement phenomenon. Clearly,

dependent on the accident scenario, the homogemeoiusn melt may have different fraction of metalli
components. As a consequence, the cofmmumber is changed, largely is due to differentrtied
conductivities of the metallic components and axidielt. Thermal conductivity of the corium melt can

be calculated as follows:



e = 3 (10 ke e 7 k) 8
j=1

i=1,]

Wherek “™is the homogeneous corium melt conductivity” andk ;¢ are the mass fraction and
conductivity of oxidici-componentn‘jmI andkjmI are the mass fraction and conductivity of metgHic
component. The value of the coriuRr number depends on fraction of metallic componefitse
calculation based on data of a reference ABB-AtanmRBdesign shows that the coridtn number may
vary from the lowest value of 0.1 to the highedugeaof 0.6. To quantify the lowr number effect with
different Pr values, CFD simulations are performed for thréidint Pr number in the range of interest
(Pr = 0.12; 0.28 and 0.56). Respective values of misttosity and thermal conductivity are: fBr =
0.56,u=0.0046 [Pa-s] ankE3.95 [W-K*-m]; for Pr = 0.12,u=0.003 [Pa-s] ank=12 [W-K*-m .

Three profiles of the downward heat flux obtainemihf CFD simulations for a unit volume of 0.4m
height are presented Fig. 6. It can be seen, the local peaked heat flux itdier the lower bounding
value of Prandtl number, however the area wher¢ fh@aenhancement is observed continues to grow
when Pr decreasesHg. 4, Fig. §. In the vicinity of the CRGT, the peaked heatxfig about 7 times
higher than that in the peripheral areaRor= 0.56, while forPr = 0.12, the peaked heat flux is about 5
times higher than that in the peripheral area. e the heat flux value in the peripheral ardm@a 13
KW/m?) remains unchanged and consistent with that o&ttaéytical model.
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Fig. 6 Downward heat flux profiles for different meltqmerty (different fluid Prandtl numbers).

Apparently the phenomenon of non-monotone influeot®r number on the peaking value of
downward heat fluxKig. 4 Fig. 6 is a result of non-linear interplay between dif& factors. On the one
hand, wherPr number is decreasing due to increasing melt thecorauctivity and decreasing viscosity
a thicker and higher velocity boundary layer ofviisadriven descending flow is formed along the CRG
(Fig. 79. The thickness of thermal boundary layer growsbB% whenPr decreases from 0.56 to 0.12
(Fig. 7b suggesting that contributions of turbulence drafrhal conduction to the total heat transfer are
comparable. The descending flow of cold melt alswagns hot liquid from the ambient podlig. 7a, ).
When the descending flow impinges on the bottom,dkeads to intensification of the convectiveahe
transfer in the vicinity of the vertical surfaceamfoled CRGT (seEig. 8. Higher inertia of the downward



flow in case ofPr=0.12 leads to increase of the area where inteasibn of the convective heat flux is
observed. On the other hand, in the stably stedtifiottom layer, temperature of the entrained jbulk
liquid is reduced mostly because of the conductidnich is known as “alpha phenomendiNourgaliev

et al.,1997), melt superheat and thus difference between ambarehivall temperature decreasegy( 7a,

b; Fig. 9 whenPr decreases. More detailed study of local flow aeat tiransfer conditions in the vicinity
of flow impingement on the bottom wall is necesstryreach better understanding of these nonlinear
phenomena.
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Velocity Magnitude Profiles on the Lower Surface
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Fig. 8 CFD simulation: Fluid velocity magnitude radiastiibution above the bottom surface (average
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Fig. 9 CFD simulation: Bulk fluid temperature distriborii along vertical directiorPf = 0.56 andPr =
0.12).

Fig. 8shows the fluid velocity magnitude above the cddiettom surface. It can be seen that in the
case ofPr = 0.12, the fluid is moving faster, over a broaakza on the bottom surface, due to higher flow
rate and inertia of the downward impinging flow.eféfore, the lower peaked value and broader area of
the enhanced downward heat flux in the cas®rof 0.12 is a result of a less amount, and a larger
spreading area of the entrained hot liquid accutedlan the unit volume lower region.
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To demonstrate the synergy of methods presentdéaeimpproach, in the next section, the PECM
tool is employed to examine the influence of thealcheat transfer effects revealed by CFD methad, o
the integral heat transfer effect, i.e. the tramsileermal loads on the vessel wall.

Two bounding profiles of the downward heat fluxésained by the CFDHig. 6) are implemented
in the ECM/PECM for the downward Nusselt number eidqBig. 10. The lower bounding profile is for
Pr = 0.1, the upper bounding profile is fer = 0.6. For the lower bounding profile, the peakiadue of
the downward Nusselt in the vicinity of the CRGYu(™®) is 5 times higher than peripheral Nusselt
number which is calculated by the downward SteinéeReineke correlatiorNg ™). For the upper
bounding profile,Nu " is 7 times higher thahlu ™". The area wher&lu is enhanced for the upper
bounding case is narrower than that of the lowembdong case, according to the obtained with CFR.dat
The linear profile is applied for the Nusselt ile #irea where it changes frao ™ to Nu™".

Bounding Profiles of Nu

T

i === Correlation-based Model
C 7 s eme—— L
% ":\‘ Lower Bounding Profile Model (Pr=0.1)
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Relation of Nu, Nu/ Nu

Distance from Cooled Surface, m

Fig. 1Q Different models of the downward Nusselt numipeplemented in the ECM.

4. PECM SIMULATION TRANSIENT THERMAL LOADS ON THE BWR LOWER
HEAD VESSEL WALL

In this section, the PECM is applied for heat tfansimulations of melt pool formation in the
BWR lower plenum. Thermal loads on the lower headsel wall and subsequent transient vessel wall
temperature are calculated. 3D slice geometry @fABB-Atom BWR lower plenum is used for PECM
simulations Fig. 11). The slice is a segment of lower plenum, fultofium, containing 6 cooled CRGTSs.
Simulations with 3D geometry ensure that the Itesdt transfer effects are preserved. The coriuidéns
the slice is connected below with the vessel wailclvis 182 mm thick.

We assume that a debris bed of 0.7m thick (aboub2$% of melt) is formed in the lower plenum.
Due to inadequate cooling, the debris bed is hespeand remelted. Melt pools are forming in the shid
of cooled CRGTs inside the debris bed, developimg merging together to form a common melt pool
which is assumed to be homogeneous. It is assuma¢dvater is spilled out of CRGTs and is availaibie
top of the debris bed. Therefore, the boundary itimmd applied to the slice are as follows. Therideb
bed top, CRGT surfaces are isothermal with boitergperature at 3 bars. The vessel external suiace
insulated, therefore, a small heat flux is allowWaldout 20 W/rﬁ). Other boundaries are either adiabatic or

11



symmetric. Simulations are performed with the agstion that instrumentation guide tubes are intact
during the accident progression, do not influenedt pool heat transfer.

Back wall Top wall

~ \ ~2.2m /

E—

Fig. 11 3D slice geometry of the ABB-Atom BWR lower planyH = 0.7 m).

Table 1shows the PECM simulation matrix which includegssivity analysis to the experimental
errors (15%) and uncertainty analysis with improweodels based on the insights gained from the CFD
sensitivity analysis data. Different downward heginsfer coefficient models defined for PECM
calculations are as follows. In the base case, lyathe correlation-based model, the downward heat
transfer coefficient is calculated using the oraidownward Steinberner-Reineke correlation. Inatieer
cases, the downward heat transfer coefficient idifieal according to the models described in théetab

Table T PECM simulation matrix with different models afwinward Nusselt number

>

i

Front wall

2
1

= Connected to
- CRGTs Vessel wall

Slice left wall

L'
-
»

Type of analysis Downward heat transfer coefficimodel

Sensitivity analysis with 85% of downward Steinberner-Reineke correlation
experimental errorst(5%)

100% of downward Steinberner-Reineke correlation

115% of downward Steinberner-Reineke correlatio

Uncertainty analysis with Lower boundingNu profile (Pr = 0.1)
improved models (based on th - .
insights gained from CFD study Correlation-based model (no modificationNuf)

Upper boundindNu profile (Pr = 0.6)

=}

Results of the PECM simulations according to theutation matrix show that integral energy
splitting in the formed melt pool is insensitive thfferent models of the downward heat transfer
coefficient. The transient upward heat flux frone thebris bed (and melt pool later on) to the toplesb
surface where water is available is nearly idehticdhe sensitivity analysis (with experimentalogs of
15%). Even with differenNu profile models the transient heat flux is mereharged, about 1.6%-iQ.
12). PECM simulations for differenlNu profile models show that the transient surfaceayed heat
fluxes to the cooled CRGTSs for 12.5 hours are igptificantly changedKig. 13. The difference between
the base case (correlation-badag and upper bounding profile case is not largen thado.
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Fig. 12 Transient surface-averaged heat flux to the tmper! surface for different models of downward
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Fig. 13 Transient surface-averaged heat flux to CRGTslifilerent models of downward Nusselt

number.

There is significant influence of differeNu profile models on the transient downward heat flux
the vessel wallKig. 14. It can be seen that there is very small inflgeot possible 15% experimental
error implemented in the PECM correlations on thedient downward heat flux, i.e. the thermal lo@ds
the vessel wall. However, different models of tleevdward heat transfer coefficient profile implernezht

in the PECM result in a significant change of thensient downward heat flux. The upper bounding
profile model Pr = 0.6) increases the heat flux to the vessel aladut 30% compared with the base case
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(correlation-based model). The lower bounding peafiodel Pr = 0.1) also results in 20% increase of
the downward heat flux in the later time period.

10° Transient Heat Fluxes to Vessel Walll
X

| s wtes o mmen e et e e e
",.'—"*'—--“-—--‘p-

Correlation-based Model
arf - T| e "Correlation + 15%" Model i
|| m——— "Correlation - 15%" Model

=== | ower Bounding Profile Model (Pr=0.1)

Surface-Averaged Heat Flux, W / m 2

= === Upper Bounding Profile Model (Pr =0.6)

|

|

|

I
0 2 4 6 8 10 12 14
Flow time, hours

Fig. 14 Transient surface-averaged heat fluxes to theelegall for different models of downward
Nusselt number (thermal loads to the vessel wall).

Apparently, the integral heat flux imposed on tlessel wall from the melt pool through the crust
surrounding the melt pool is sensitive to the ladiatribution of downward heat flux and sidewardthe
flux (due to inclination of the vessel wall). Theust thickness distributionF{g. 15 depends on the
distribution of heat fluxes imposed on the crustirimary. Thus different models of the downward heat
transfer coefficients implemented in the ECM/PEC&&uUlt in different dynamics of the local crust
thickness.

Crust along Top Surface

Phase-change Boundary

Crust on Vessel Wall

Crust Surrounding CRGTs

Fig. 15 Melt pool and its surrounding crust in the BWRvé&r head.
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Explanation of the difference in predicted therrwalds in the lower and upper bounding cases
compared with the base caség( 14 is as follows. First of all, it can be seenFiy. 10that localized
enhancement of the heat transfer in the vicinitgthef CRGT surface leads to increase of the average
Nusselt for the upper and lower bounding profilesamparison with that of the base case. Secoredtiadu
the peaked value of the Nusselt, the thinning efdtust in the vicinity of cooled CRGT wall is fasin
the upper and lower bounding cases than in the dsse Crust thinning causes slight redistribuitiotine
energy splitting between vertical and horizontakdiions. Larger amount of heat is transferrednt t
bottom vessel wall. Consequently the vessel wdlketed to higher temperature as showign 14

Note that two different models &fu (i.e. upper and lower models) also result in défe transient
heat flux, although the difference between theabisut 10%. The difference between the cases ctdcula
with experimental errorst(5%) and with base case is only about 1.5%.

For the preliminary evaluation of vessel wall crdejure (failure mode and timing), the PECM
calculated vessel wall temperature profiles aloolgmpangle are plotted iRig. 16

Vessel External Surface Temperature in 12.5 hours
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Fig. 168 PECM predicted vessel wall temperature profiles@the lower plenum polar angle for different
models of the downwaru at 12.5 hours.

As it is shown inFig. 16 the influence of experimental error uncertairgtyiegligible for the vessel
wall temperature. However, different models of ttwwvnwardNu profiles significantly affect the vessel
wall temperature. The temperature obtained withuihygger and lower boundirdu profile models are 80-
150°C higher than that of the base case. Accordirgaimpe et al(1993 thermal creep in the vessel steel
may take place at temperature of about 2CO0Nn the cases predicted with the models for eobdn
downward heat flux, vessel temperature exceedsréep limit, suggesting vessel failure in aboub8rs
since the start of the debris bed heating up inaver plenum Eig. 17). Further study on the vessel wall
creep and failure using the PECM predicted trandieermal loads is necessary to determine the vesse
failure mode and timing.

Plots of the maximum vessel wall temperature ptedigvith different models show that the vessel
wall temperature exceeds the creep limit at mucleedime, at about 8 hours after the start ofriebed
heatup if the upper and lower boundiNg profiles models are used, while for the base vassel wall
temperature is lower than creep limit after 12 kour

Comparison of transient temperature profiles in weses at different time momentsig. 18
shows that the maximum temperature of the vessklpsedicted with the upper boundingu profile

15



model reaches at 7.8h the same level as predintédei base case model at 12.5h (Bep 17). The
difference in time is about 5 hours. This impliésitt additional severe accident management (SAM)
measures (e.g. external cooling for the BWR lowenpm) have to be activated at much earlier timeeto

most effective.
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Fig. 17 Transient maximum vessel wall temperature fdiedént models of downward Nusselt number.
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Fig. 18 Transient vessel wall temperature profiles fdfedént models of downward Nusselt number.

5. CONCLUDING REMARKS

The present work proposes an approach to uncsrtegduction in boiling water reactor (BWR)
severe accident analysis by synergistic use of atatipnal fluid dynamics (CFD) methods, experiments
and the effective convectivity model (ECMJran and Dinh2009a 2009h. The present study is a next
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step in development of the previously proposed @gagr to numerical simulations and analysis of molte
corium coolability during a severe accident in a BWTran et al.,2010. In the framework of this
approach the effective convectivity model (ECM) mskise of experimental heat transfer correlations t
capture the effect of turbulent natural conveciiora volumetrically heated liquid pool, while retaig
the pool three-dimensional energy splitting and leyipg insights from CFD modeling to represent 3D
local heat transfer effects.

Three sources of uncertainty in prediction of npelol heat transfer and thermal loads on the vessel
wall are considered in present work: (i) uncertaint melt propertiesKr number) and melt pool scales;
(i) modeling uncertainty due to the experimentedoe in correlations used in the ECM/PECM; (iii)
uncertainty in local heat transfer effects due tetmroperties Pr number) and pool scales. First two
sources are treated as aleatory (non-reducibledrtacties. Parametric studies are used to quatitéy
influence of these two sources of uncertaintiese Timcertainty in modeling local heat transfer is
considered as epistemic (reducible). Detailed CRidleting is used to perform “numerical experiments”
and reduce the uncertainty by developing more ateunodels which take into account melt material
properties. CFD study revealed that the modelingettainty due to scale of a formed melt pool is
negligible while the influence of corium melt Prdntumber is significant.

The improved models are implemented in the phasegdhh ECM (PECM) to examine the effects of
the modeling uncertainty on the transient thermatls imposed on the BWR lower head vessel wall. The
sensitivity analysis on the experimental errongegformed with the PECM tool. Results of the sévigjt
study for the thermal loads on the vessel wall siiwat the uncertainty in the ECM correlations doe t
experimental errors plays a minor role in compariggth the uncertainty due to modeling of the local
heat transfer effects. Calculations with the imgebvnodels of the downwaidu show that vessel wall
temperature increases faster which can causerefailigre of the vessel. Additional SAM measurefsuc
as external vessel wall cooling is required to ease the probability of in-vessel retention for Swie
BWRs.

The reliable CFD methods are indispensable toalgfamining and better understanding of flow
physics. Data produced by CFD is used for improvenod “effective” models to reduce epistemic
uncertainty in the accident analysis of BWR lowendh heat transfer. The proposed approach provides
guidance towards an effective strategy for uncetyaieduction and quantification with optimal uske o
available resources.
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NOMENCLATURE

Arabic Greek
¢ Fraction «  Thermal diffusivity, /s, g = _K
pPCp
g Gravitational acceleration, m/s p Thermal expansion coefficient, 1/K

Height of a volume or fluid layer, depth of a AT  Temperature difference, K

melt pool, m
k Thermal conductivity, W/(m.K) v Kinematics viscosity, Afs
Nu Nusselt numberNu = aH _ _
KAT Subscripts and superscripts
Pr  Prandtl numberPr=v/a pool Pool
q Heat flux, W/ m_ax, Maximum, Minimum
min
Q, Volumetric heat source, Win cm  Corium melt
. H> .
Ra’ Internal Rayleigh numbeRa'= M ox  Oxide
kva
T Temperature, K ml Metal
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